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TARGET AUDIENCE

This technology landscape is intended for all stakeholders that aim
at contributing to building a future-proof energy efficient digital in-
frastructure, from business organizations like data centers, software
development companies, telecommunication service providers, to
business customers, NGOs and end users; but also governmental
organizations, decision makers and funding agencies.

Preferred citation: Verdecchia, R., Lago, P., & de Vries, C. (2021).
The LEAP Technology Landscape — Lower Energy Acceleration Pro-
gram (LEAP) Solutions, Adoption Factors, Impediments, Open Prob-
lems, and Scenarios. LEAP Initiative, Amsterdam Economic Board.

1 BACKGROUND

With the introduction of high bandwidth data transfers, affordable
data plans, the generalized migration to the cloud of software appli-
cations and data management, and the popularization of streaming
services, digital infrastructures are experiencing an ever-growing
demand of data consumption. As expected, the related energy con-
sumption is steadily increasing over time. This motivated sector
leaders like Microsoft, Google and Amazon, to increasingly adopt
in recent years renewable energy resources, e.g., solar and wind
farms, as a means to lower the environmental impact of their hy-
perscale data centers. Nevertheless, adopting renewable energy can
be considered only as part of the solution, as (i) such adoption does
not tackle the need to optimize the use of cloud resources, and
(ii) the production of renewable energy will not meet its demands
already in the near future. With the global transition toward the
adoption of renewable energy resources, the whole society will
need them. Therefore, exploiting renewables for the future data
infrastructures will not, as such, make them sustainable, but rather
they need to become energy efficient, too, not to compete with the
other industrial sectors. This is especially true when considering
the Netherlands, which constitutes a prominent European “data
hub” distributed over a relatively small geographic area'.

For the last decades the digital infrastructure industry has been
able to maintain a relentless pace of introducing new generations
of faster and more energy efficient computing hardware approxi-
mately every two years. Nevertheless data consumption is rising
faster than the improvement in energy efficiency and now also
the so called “Dennard scaling” [4], that allowed lower power con-
sumption with each new semiconductor generation, is irremediably
coming to an end. In addition, with the ever-growing increase of

https://www.pbl.nl/publicaties/grote-opgaven-in-een-beperkte-ruimte

data transport speeds, the power consumed in wiring and commu-
nication is rising more than linearly. To maintain the increase in
data processing power, new solutions are needed.

In this context, the Lower Energy Acceleration Program? (LEAP)
was launched to explore alternative solutions towards a sustainable
growth of the data center industry. The aim of LEAP is to acceler-
ate the transition to a sustainable digital infrastructure in which
we integrate innovative developments at the heart of our energy
system and provide a solution for spatial planning with circular
use of materials. One of the topics in the LEAP program is the
development of a technology landscape for energy efficient digital
infrastructures. This landscape focuses on three different temporal
horizons, namely:

e Horizon 1 (H1): State of the art (today)
e Horizon 2 (H2): Within the next 4-6 years (near future)
e Horizon 3 (H3): Beyond 6 years (future)

In this report, we provide insights into the research conducted
by the Software and Sustainability (S2) research group? at Vrije
Universiteit Amsterdam focusing on H2 and the role of software
technology for energy efficient digital infrastructures; and Photon-
Delta focusing on H3 and the role of hardware technology.

In this research, we have carried out a series of interviews with
various stakeholders of the data center industry, on the future direc-
tions that will lead to more energy efficient digital infrastructures.
The collected results were then refined and validated via focus
groups involving additional participants. In total, 45 participants
took part to this study.

It is important to note that the presented landscape focuses
on the energy efficiency of digital infrastructures. Hence, other
sustainability aspects of digital infrastructures, such as life cycle
assessment, carbon footprint, circularity and waste management,
etc. fall outside the scope of this landscape.

The report is structured as follows. In Section 3 we provide a
broad overview of the energy efficient digital infrastructure so-
lutions prospected in the 3 horizons. Section 4 presents the key
adoption factors of the solutions, while Section 5 presents the most
prominent impediments for their adoption. In Section 6, we present
open problems regarding energy efficient digital infrastructure solu-
tions. Finally, Section 7 sketches the four future scenarios emerging
from the study, followed by an outlook to the next steps in Section 8.

Zhttps://amsterdameconomicboard.com/en/initiatief/leap-lower-energy-
acceleration-program
3https://s2group.cs.vu.nl
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2 HOW TO READ THIS LANDSCAPE

Open for inspiration. In this report we describe the concepts
that we uncovered in the study, as well as the time horizons
in which the participants placed them. This suggests a strat-
egy about when each concept is expected to be available
on the market provided we invest in research and devel-
opment to create them — hence a landscape. However, this
landscape can (and should) be read in various ways depend-
ing on the reader’s perspective. In general, it should be an
inspiration to think out-of-the-box about solutions and inno-
vations needed to develop a future-proof and energy efficient
digital infrastructure. In particular it can act as a strategy to
achieve a goal over time, e.g., to position technological solu-
tions over time, so that they incrementally build upon one
another (see the sketch in Figure 1.(a)); or to incrementally
realize target scenarios that help creating socio-technical
solutions which contribute to a systemic way of thinking
(see Figure 1.(b)). The aim of the landscape is to inspire to
take action. LEAP will assess which innovations to take
forward in its next phase of the LEAP initiative, to further
accelerate the transition. Note: this landscape focuses on
energy efficient solutions; the energy use for production,
materials scarcity, toxicity or waste will need to be a topic
for additional research.
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Figure 1: Landscape illustrations (a) per target solutions and
(b) per target scenarios
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(a) TARGET SOLUTIONS

Key of reading. Throughout the report, concepts such as so-
lutions and open problems, are categorized via acronyms.
The general structure of the acronyms is “[sustainability
dimension]-[concept type]”. Sustainability dimensions can
be technical (T), social (S), environmental (E), economic (Ec);
paradigm shifts (PS); or general (G) when not tight to any
particular one. Concept types can be solutions (S), adoption
factors (AF), impediments (I), or open problems (OP). For ex-
ample, “Domain-specific Hardware (T-S)” is a technological
solution. It must be noted that our main focus is on novel
technologies/solutions; as such, existing technologies (e.g.,
software virtualization like virtual machines and container-
ization) are left implicit even if they will undergo continuous
improvement and optimization, over time, to contribute to
energy efficiency.

The solutions are temporally ordered throughout the land-
scape horizons, showcasing the technology readiness in
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terms of widespread-adoption and full impact, as perceived
by the participants of this study.

3 LANDSCAPE OVERVIEW

Figure 2 gives an overview of the solutions described in this sec-
tion. It is important to note that, while in Figure 3 software-centric
solutions are reported, it is in general hard to distinguish between
hardware- and software-centric solutions for most concepts pre-
sented in this section (e.g., non-Von Neumann architectures are in-
terlaced with novel software architectures). Hence, in the reminder
of this section, solutions are presented without making a distinc-
tion between hardware- and software-centric ones for the sake of
clarity.

3.1 Hz1: Solutions for Today

Solutions belonging to the H1 are characterized as being readily
available for adoption. While the focus of this study is on horizons
H2 and H3, we captured also the solutions in H1 that have been
mentioned by the participants, or well-known solutions that are
being adopted in H1 but are expected to reach further maturity or
full potential in H2. Examples may include software virtualization
solutions (e.g., virtualization and containerization also mentioned
in the H1 report [9]) which are instrumental to maximize energy
efficiency in the H1 scenario of cloud centralization (see Section
7.1), and implement more innovative scenarios like energy-driven
dynamic consolidation, and the flexible geolocation highlighted in
Section 7.2. Although well known, there is (still) significant room
for optimization to maximise the energy saving potential [1].

Moving to the Cloud (PS): During H1 we see a first paradigm shift,
already occurring in present time, namely moving to the cloud. This
paradigm shift entails moving data, computational, and software
capabilities from on premise to the cloud. In other words, rather
than owning resources locally, resources are accessed on-demand,
as provided by renowned cloud computing services (e.g., Amazon
Web Services, Microsoft Azure, and the Google Cloud Platform).
This paradigm shift influences the rise in popularity of software
applications specifically designed to be deployed on the cloud, such
as cloud-native and serverless applications. For instance, a study

from Eclipse about cloud computing growth between 2008 and
2014 [5], found that 86% of companies were already using between
1 and 4 different types of cloud computing services, and predicted
that 50% of all IT would be cloud-based between 2019 and 2025.
Figures from 2020 report 90% of companies being cloud based [6],
hence far exceeding the expectations. As another example, while
cloud-stored data witnessed a yearly growth of 20%, about 99% is
waste as hardly ever used [3].

Heuristics for Hyperscale Hardware Management (T-S): Mov-
ing to the cloud entails a growing centralization of software and
hardware resources in hyperscale digital infrastructures. Therefore
solutions relative to this paradigm shift are prominently character-
ized by the energy optimization of this type of digital infrastruc-
tures, i.e., heuristics for hyperscale hardware management. A frequent
adopted solution regards heat management, such as efficient cool-
ing strategies (e.g., immersion cooling) and the reuse of dissipated
thermal heat. In addition, energy consumption of hyperscale digital
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Figure 2: Overview of the temporal distribution of solutions (H1-H3)

infrastructures can be lowered by adopting energy-aware storage
optimization. This solution often entails moving the data that re-
quires high transfer speeds to solid-state dive storages (SSDs), while
archiving less-frequently accessed data via long-term backup stor-
age solutions, e.g., Amazon Glacier?, that are far less performant,
but also more energy efficient.

Green Energy Resources (E-S): Another prominent category of
solutions regards the adoption of green energy resources, e.g., solar
and wind farms, which often envisions the proximity of the future
hyperscale digital infrastructures to green energy resources.

Energy-aware Software Optimizations (E-S, H1): Energy-aware
software optimizations of the applications running on the digital
infrastructures is another category of solutions that start to arise
in H1. An overview of this type of solutions, distributed over the
three horizons, is reported in Figure 3. Related to this horizon, a
cloud-centric specific solution is what is referred to as kill zombie
systems, i.e., the detection and shut down of idle servers to ensure
that no energy is wasted to keep unused hardware resources run-
ning. In addition, the transition to the cloud encourages the use on
demand of resources, enabled by event-based software engineering,
and allowing to timely consume cloud resources only when certain
triggers appear in the event stream. Related to the moving to the

“https://aws.amazon.com/glacier/

cloud paradigm shift, H1 sees the rise of cloud-native and serverless
applications.

Integrated Infrastructures (T-S): Another solution, which spans
also across H2 and H3, regards the creation of integrated infras-
tructures born from the tight collaboration between software and
hardware companies, that develop dedicated hardware built to sat-
isfy the needs of software companies in a sustainable fashion.

Domain-specific Hardware (T-S): A solution specific to hard-
ware regards instead the appearance during H1 of domain-specific
hardware. Such hardware components are designed to efficiently
solve specific problems, e.g., the appearance of new graphics pro-
cessing unit (GPU) types developed and optimized specifically for
deep learning.

Strategies for Awareness Creation (S-S): A solution addressing
the social dimension of the sector and much broader in scope,
regards strategies for awareness creation, e.g., monitoring and com-
municating about the environmental impact of data production,
manipulation, and usage, hence striving towards a conscious use
of energy, and a behavioural change in the data consumption pat-
terns. Design for reuse implies a possible implicit tradeoff between
energy consumption optimization and hardware waste, as utilizing
longer lived technologies can imply a delay in using the newer
more efficient technologies.
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3.2 H2: Solutions for the near future

Flexible Distributed and Disaggregated Data Management
(PS): Occurring in H2, this paradigm shift foresees a transition
from hyperscale data centers to flexible distributed and disaggregated
data management. With the steady advancements in communica-
tion technologies, and the growing affordability of computational
power, edge computing is expected to gain a widespread popularity
in the near future. At the same time the “edge” will take different
shapes from what we first thought, varying from static mini-clouds
on premise to flexible “follow-the-need services”. This will imply
to elastically move a vast number of computational tasks as near
as possible to both the consumer premises and the increasingly
decentralized energy production, e.g., via onboard computing, and
distributed networks of computational nodes.

Strategic Geolocation of Digital Infrastructures (E-S): Transi-
tioning towards a flexible distributed and disaggregated data man-
agement will allow for the strategic geolocation of digital infrastruc-
tures. With this solution, digital infrastructures can be strategically
positioned close to their end-users, in order to ensure high band-
width, and keeping low the energy consumption of data flow and
related communication.

Dynamic Software Services and Resource Allocation (T-S): In
addition, distribution and disaggregation supports better profiling
of energy consumption patterns, allowing for dynamic software
services and resource allocation. At a coarser level of distribution
and disaggregation, mini-clouds can be seen as intermediate steps
supporting the transition towards a completely distributed par-
adigm. This solution enables to profile data usage patterns, and
dynamically allocate services and resources by considering also the
specific action performed on the data, e.g., data transport, storage,
or manipulation. For example, the energy efficiency of data staging
can be optimized via profiling by analyzing its frequency of use,
and subsequently allocating the best fitted resources to reduce data
traffic and improving performance at the same time.

Distributed Energy Landscapes (E-S): In addition to mitigating
the energy waste of both, or either, hyperscale and co-location data
centers (e.g., due to idle times or suboptimal virtualization practices),
the shift towards a distributed paradigm enables also the use of
distributed energy landscapes, supported by smart energy grids, to
locally produce and consume energy, avoiding the inevitable energy
dissipation characteristic of a centralized monolithic system.

Al Energy Optimization (T-S/E-S): Another characteristic aspect
of H2 is the prominent role that artificial intelligence (AI) will play.
As for other computational tasks, Al is expected in the near future
to shift further towards distribution and disaggregation, enabled via
(i) novel federated learning algorithms, supported by the appearance
of edge Al (ii) data optimization/compression strategies allowing to
transfer high volumes of curated information rather than raw data,
and (iii) approximate computing, i.e., the provisioning of results of
acceptable quality, rather than optimal, in order to reduce energy
consumption. As Al training/serving are known as particularly
energy greedy computational tasks [12], future developments of Al
require applying energy efficiency software engineering to Al-based
systems, a field which is currently rapidly gaining traction [13]. In
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addition, promising prototypes showcase how energy consumption
of Al-based systems could be reduced by utilizing Al-dedicated
hardware components, i.e., Al on chip.

Energy-aware Software Optimizations (E-S, H2): While in H1
energy-aware software optimizations apply software engineering
practices for energy efficiency, in H2 it will be instrumental to cre-
ate innovation as energy efficient distributed software, e.g., flexible
distribution and disaggregation, smart virtualization. While cur-
rent advancements towards stable and reliable edge computing are
promising, more significant research will be required to systemat-
ically shift towards a distributed adaptation paradigm. This will
soon require to consolidate aspects such as serverless architectures,
and optimized service orchestration strategies. In addition, the shift
towards integrated infrastructures, spawn from tight collaborations
between software and hardware manufacturers, will require further
advancements in fields such as infrastructure partitioning, i.e., the
partition of hyperscale data centers to optimize and sustain different
tasks and workloads. Current trends predict the widespread popu-
larization of innovative software optimizations, such as fine-grained
dynamic load balancing, and Al-enabled optimization of software
energy consumption (e.g., to manage virtualization and scheduling
tasks). Other solutions specific to energy-aware software optimiza-
tions (cf. Figure 3) regard (i) the software virtualization of hardware
resources, virtualizing pools of hardware resources in order to en-
sure the seamless allocation and use of heterogeneous hardware
components available on the cloud, (ii) workload optimizations, car-
ried out to dynamically tune hardware and software resources to
best fit the task at hand, and further advancements in the field of
energy-driven software engineering, allowing to refactor software
applications to make them more energy efficient, while maintaining
unvaried their delivered functionality.

Sustainable ICT Skills Training (S-S): H2 is characterized by the
popularization of sustainable ICT skills training, carried out
both in academic and industrial settings. Such educational paths
are necessary to systematically create profiles able to reason about
and address the energy sustainability of digital infrastructures in
all types of industrial sectors.

Conscious Software Developers and Consumers (S-S): In addi-
tion to educational training of sustainable ICT skills, advancements
in energy efficiency measurement and monitoring allow for the rise
during H2 of conscious software developers and software consumers,
i.e., people who develop a renewed sense of responsibility regarding
the sustainability of the ICT solutions they implement and use. The
rise of responsible software developers and software consumers on
the one hand leads to more sustainable software solutions “by de-
sign”, and on the other hand increases the (quality of) sustainability
requirements of digital infrastructures demanded by consumers.

Design for Reuse (S-S): H1 is characterized by an average lifecycle
expectancy of digital infrastructure hardware components equal to
approximately two years. Differently, H2 is expected to witness a
growing trend of design for reuse and hardware lifecycle management
practices. The adoption of these circular economy strategies allows
to produce longer lasting and maintainable hardware components,
amortizing the financial cost and environmental impact of hardware
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production over a longer time span. Obviously, this corresponds to
a trade-off between energy-efficiency and use of critical material
which is not a one-size-fits-all solution.

3.3 H3: Solutions further away

Hardware Breakthroughs (PS): H3 regards solutions that will
appear in the longer term, i.e., beyond 6 years. From this study, H3
appears to mainly consider novel hardware breakthroughs. Such
hardware breakthroughs, described in the reminder of this section,
are expected to drastically change how portions of digital infras-
tructures are designed and operate. It is important to bear in mind
that in the foreseeable future, such solutions will not substitute the
hardware technologies currently adopted in digital infrastructures,
but will rather co-exist with them.

Photonics (T-S): Prominently, H3 is marked by a widespread use
of photonics. The demand of low latency communication will be
steadily growing while the shift towards distributed paradigms,
starting in H2, will gain momentum. While photonics is already
in use during H1, it is expected to become much faster and ubiqui-
tous during H2, and will be of widespread and consolidated use in
H3. In addition to inter-server/client communication (copackaged
optics), which is already showcasing promising results, the wide-
spread transition towards optic communication is expected to occur
also within data centers, with the replacement of micro-electronic
hardware with optics-based one by adopting integrated photonics.

Non-Von Neumann Architectures (T-S): In parallel, current ad-
vancements in non-von Neumann research showcase how, during
H3, complex computational tasks will be executed at a fraction
of the energy consumed by the hardware of today. Prominently,
the evolution of neuromorphic computing and similar solutions
can lead to groundbreaking energy savings required to carry out
computational-intensive tasks. This notable change of hardware
technologies can lead to drastic changes in the underlying hardware
structures of data centers. In addition, current progress in high-
density storage solutions showcase promising digital infrastructure

storage optimizations, e.g., by making use of electron spins or re-
lations between protons and electrons, and enabling to store high
volumes of data at a negligible energy cost. A consideration can also
be made regarding quantum computing: the successful implemen-
tation of quantum computers can find applications in a dedicated
class of computing, fundamentally out of reach for conventional
computers, e.g., quantum physics, molecular chemistry of logistics.
Nevertheless, such computational tasks will with high probability
fall outside the domain of conventional digital infrastructures. In
addition, the low temperature at which quantum computers may
have to operate (-272°C), can pose a serious concern regarding their
energy efficiency.

Novel Software Architectures (T-S): As hardware is expected to
present some considerable breakthroughs in H3, software will be
needed to evolve and adapt to the new underlying hardware. This
will require the creation of novel software architectures, in order to
evolve software systems to best fit the drastic technology changes
implied by the hardware breakthroughs of H3.

4 ADOPTION FACTORS

In this section, we present the elicited key adoption factors that, if
present, would facilitate and even accelerate the adoption of the so-
lutions presented in Section 3. An overview of the adoption factors
(as well as impediments and open problems described further on)
are depicted in Figure 4.

Technology Readiness (T-AF): The most-frequently mentioned
adoption factor is technology readiness, especially relevant for H3.
The technology readiness results to be a key adoption factor, as
developing and on-boarding a preliminary solution with not clearly
understood benefits and drawbacks implies a great risk. While
solutions presented in H1 are production ready, the technology
readiness of solutions appearing in H2 and H3 is hard to define.
While the positioning of solutions throughout the landscape de-
picted in Figure 2 orders the solutions temporally, it is important
to bear in mind that such positioning is not definitive, and may
change as future developments of the solutions take place.



Ease of Integration (T-AF): Another prominent adoption factor,
specific to the software solutions, entails the ease of integration,
allowing to integrate solutions without any drastic change in the
normal functioning of data centers. This results to be another key
adoption factor, as the normal functioning of digital infrastructures
cannot be interrupted while integrating a new solution, and the
return of investment of adopting a certain solutions cannot be
hindered by the cost of integrating the solution.

Digitization and Digitalization (T-AF): The adoption of solu-
tions also highly depends on the future maturity of digitization (i.e.,
the conversion of information into digital form) and digitalization
(i.e., the adoption of digital technologies in business processes).
Digitization and digitalization processes can either pave the way,
or inhibit, the development of sustainable digital infrastructures.
This depends on the progress that digitization and digitalization
will make in the future, and the extent to which their advancements
will consider sustainability aspects.

Support for Trade-off Decision Making (S-AF): General to all
solutions is a clear understanding of potential tradeoffs and hence
the support for trade-off decision making, as energy savings should
not deteriorate the quality of provided services. This entails also
a systematic analysis of implementation and deployment costs
involved, in order to understand the economic implications of pro-
posed solutions, i.e., other business cases.

Holistic Paradigm Shift (Ec-AF): Specific to the movement to-
wards a distributed paradigm is instead the requirement of a holis-
tic paradigm shift, allowing to distribute the cost of research
and development across a wide range of stakeholders, instead of
burdening with the implied risk a single party. Additionally, the
widespread paradigm shift allows stakeholders ensuring that the
undertaken change will be used and supported by other parties,
hence mitigating the potential risk of developing silos technologies,
i.e., technologies that are hard to interface with others present on
the market.

5 IMPEDIMENTS

Unclear Impact (G-I): Related to the key adoption factors, are a list
of impediments, which might hinder the adoption of the solutions
reported in Section 3. The first and most important impediment is
the unclear impact of the solutions on service provision quality
(e.g., performance), energy savings, and evolution of technology
ecosystems. This impediment is related to the technology readiness
adoption factor, and can be mitigated only by conducting systematic
experimentation to evaluate/measure the impact of the landscape
solutions.

Adversity to Change (G-I): The unclear impact impediment can
lead to adversity to change of certain parties (e.g., telecommunica-
tion and cloud providers), as reshaping currently consolidated tech-
nologies may lead to uncharted situations, that have to be clearly
analyzed and understood before undertaking major investments.

Lack of Leading Champions (G-I): The study uncovered a rela-
tion between the impediment resilience to change and the lack of
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leading champions, i.e., leading figures in organisations, or influ-
ential organisations themselves, that take initiative and steer the
change towards the next generation of sustainable technologies.
This impediment is further discussed in the related open problem
lack of guidance reported in Section 6.

Unclear Use Cases and Business Cases (G-I): An impediment
characteristic to research oriented solutions (e.g., quantum comput-
ing) is the yet unclear use cases and business cases, which have to be
understood before they can be successfully adopted in industrial
contexts.

6 OPEN PROBLEMS

In this section, we report the encompassing open problems of the
next generation of energy efficient digital infrastructure solutions.

Need for a Coordinated Change & Scattered Landscape (S-
OP): Related to the lack of leading champions is the perceived need
for a coordinated change, enabling stakeholders to jointly progress,
while sharing costs/risks involved, and avoid a scattered landscape,
characterized by compartmentalized technology silos adopted only
by few companies. In addition, real progress needs shared responsi-
bility and shared accountability throughout the whole value chain,
which makes all parties responsible for their actions towards the
sustainability of digital infrastructures, and empowers them.

Lack of Activating Taxation Strategy (Ec-OP): A key driver to-
wards a communal paradigm shift, and a current open legislation
problem related to energy usage, is the lack of activating taxa-
tion strategy that should both activate all stakeholders, and target
other factors than just electricity or carbon emissions. Energy bills
are among the highest costs of data centers, nevertheless the current
taxation strategies do not drive disruptive changes in energy con-
sumption patterns of data centers’. In a foreseeable future, smart
taxation strategies may be formulated, such as higher taxation
of fossil energy sources, and dynamic pricing based on real-time
energy demands. Similarly, e-waste production is currently only
marginally supervised, but more stringent legislation could lead
in the future to the popularization of “design for reuse” and other
optimizations of data center hardware life cycle strategies.

Lack of Policies and KPIs (Ec-OP): An open problem related
to missing activating taxation strategies is the lack of policies and
KPIs®. Specifically, this open problems regards the current lack of
regulations, standards, and policies regarding sustainability require-
ments of digital infrastructures. The complexity of this problem
is also due to the current absence of KPIs, such as sustainability
labels for software and hardware components, that can track and
guide the progress of stakeholders developing sustainable digital
infrastructures. The introduction of KPIs throughout value chains
can also support an enhanced monitoring, regulation, and resolu-
tion of sustainability concerns of complex ICT business cases. The

5 A quite successful activation strategy of the Dutch Government concluded in 2020, was
the MJA (Meerjarenafspraken, or in English multi-annual agreements), a nationwide
initiative intended to improve energy efficiency of ICT products, services and processes
by granting tax exemptions when the efficiency targets were met. Results and details are
online at www.rvo.nl/onderwerpen/duurzaam-ondernemen/energie-besparen/mja3-
mee. Some of the resulting practices are reported in [8].
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Figure 4: (a) Summary of adoption factors, impediments, and open problems. (b) Network of dependencies.

lack of policies should be addressed at both the national- and the
international level, as numerous hardware and software companies
are nowadays characterized by an international nature, both in
terms of multi-national companies, and companies operating at a

global scale.

Lack of Guidance (S-OP): Another open problem of social nature
is the perceived lack of guidance, i.e., guidance supporting compa-
nies in becoming more environmental sustainable, and supporting
them in the systematic adoption of energy efficient solutions. This
guidance can from either from a governmental institution, a re-
search consortium, or even a private company, that champions
and supervises the common endeavour of parties towards more
sustainable digital infrastructures.

Change of Mindset / Sense of Urgency (S-OP): An open prob-
lem that can inhibit a shift towards energy efficient solutions is the
need of a change of mindset, in order to give a higher priority to
sustainability of digital infrastructures, which often is neglected in
favour of other goals such as business targets an customer satisfac-
tion.

Brown Software (T-OP): Another open problem regards applying
energy-efficiency practices to the software for and in data centers
which is energy inefficient, so-called brown software. This problem
is becoming more prominent due to the ever-growing adoption of
Al which is at the moment characterized by severe software energy
inefficiencies. As Al-based systems become more and more adopted,
this open problem may lead to serious energy supply shortcomings
if left unaddressed.

Missing off-the-shelf-solutions (T-OP): As a general trend, the
current stall to move towards the next generation of energy effi-
cient digital infrastructures, implies a current perception of missing
off-the-shelf-solutions to optimize the energy consumption of data
centers. This translates in the current need of creating or adapting
ad-hoc solutions, instead of having the possibility to efficiently and
effectively applying solutions that are available.

Energy Availability: During H1, we observe a reliable and satis-
factory energy supply. Nevertheless current energy consumption
trends display the rapid transitions towards electric of applications
that used to run on fossil fuel. A prominent example is transporta-
tion, e.g., electric cars. To support this transition, it is estimated
that the electric grid in the Netherlands will need to at least double
in capacity during H2. This combined with the abandonment of
brown energy resources, poses two urgent and still open energy-
related problems: (i) new challenges in the capacity planning of
the energy infrastructure, and (ii) the impending scarce supply of
renewable energy, due to the usage from other sectors and the
need for space and materials. In addition, this transition will also
lead to the inclusion of new notable consumers of electric energy,
such as the chemical industry and hydrogen producers, who will
require the implementation of dedicated energy lines and energy
buffers. Nevertheless transitioning towards electric energy entails
some slow processes (from both a technical and regulatory point
of view), e.g., installing new cables and transformers. This slow
installation processes may require years in order to set up a large
power connection in a geographical region, putting practical limits
on the growth of certain areas. In addition, as digital infrastructures
are moving towards the adoption of green energy resources, they
will start to compete with industries of other nature, and even the
public sector. This poses both a practical and political problem, that
is currently still open.

Lack of Knowledge and Awareness (S-OP): Related to this prob-
lem, industrial contexts often suffer of a lack of knowledge and
awareness regarding what ICT sustainability really means, which
could be mitigated with dedicated education and training programs.
This is also reflected in a current lack of skills regarding energy
efficiency of digital infrastructures, that often leads to a lack of
knowledge on how to address sustainability in practice, and possi-
bly the adoption of suboptimal solutions.

In the following, we report two open problems that, given their
different and encompassing nature, are reported separately.



Inherent Time Required for a Paradigm Shift (G-OP): The
first general problem regarding any new technology, which is
present also in the context of energy efficient digital infrastruc-
ture solutions, is the inherent time required for a paradigm shift.
From historical data, we know that technology leaps often take
between 10-20 years to gain traction, as time is required in order to
clearly understand its pros and cons of the technology, and to be
adopted by a wider audience. While the information and commu-
nication technology domain is characterized by an extremely fast
innovation cycle, such consideration holds to a large extent also
for this domain.

Culmination of Micro-electronics Computational Advance-
ments (G-OP): The last open problem, laying at the root of the
growing concerns of data center energy consumption, is the culmi-
nation of micro-electronics computational advancements, no-
tably displayed by the culmination of Moore’s Law [11]. As reduc-
ing further power consumption of micro-electronics is becoming
physically impossible, there is no degree of freedom left to further
optimize the energy consumption of such technology. Hence, in
order to improve the energy efficiency of digital infrastructures,
two different possibilities are available, paving the landscape for
H2 and H3, namely (i) transforming the current data processing
paradigms and data volumes, and (ii) systematically transitioning
towards the next generation of hardware technologies.

7 SCENARIOS AND INVOLVED
STAKEHOLDERS

In this section, we sketch four scenarios that emerged from this
study to address the energy efficiency of the future digital infras-
tructures. These scenarios exploit the solutions described in the
previous sections, and are ordered temporally from the one that is
currently taking place, to the one that can only be achieved in a
long time horizon.

7.1 Scenario 1: Cloud Centralization

This first scenario entails the migration of software and hardware
resources from on-premise to a centralized remote cloud. This sce-
nario is connected to the first paradigm shift (moving to the cloud)
presented in Section 3.1, that occurs during H1. An overview of
this scenario is depicted in Figure 5.

CLOUD CENTRALIZATION

Customersﬂ_%
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Figure 5: Cloud Centralization (Scenario 1)
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Intuitively, this scenario strives towards more energy efficient
digital infrastructures by delegating sustainability concerns to promi-
nent cloud providers (e.g., Amazon, Microsoft, and Google). The
sustainability of this solution is based on the assumption that hyper-
scale digital infrastructures deploy already some energy efficient
solutions, e.g., green energy resources and energy-aware software
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optimizations (see Section 3.1), that might be currently hard to be
achieved by customers concerned with managing only a fraction of
their software and hardware resources. In addition, the sustainabil-
ity of this scenario is supported by a high level of use on demand,
as the consumption of cloud resources is directly associated to a
economic expense by the consumers.

As presented in Section 3.1, this scenario has to be regarded
only as a temporary scenario adopted as a transition towards more
energy efficient scenarios (presented in the reminder of this section).
In fact, solutions adopted by hyperscale digital infrastructures, e.g.,
hyperscale hardware management, should be regarded as heuristics
to mitigate the environmental impact of digital infrastructures,
rather than making them sustainable in the long term. In addition,
geographical space limitations, and the current trends of green
energy resources development, pose serious concerns regarding
the growth of hyperscale digital infrastructures, as their centralized
paradigm can constitute a challenge for grid operators to ensure
that the required infrastructure facilitates all consumers in any
specific geographical area. In addition, the increasing user mobility
(reflected in the pervasive use of mobile devices) is turning remote-
cloud data storage and -traffic into important bottlenecks [14].

7.1.1  Stakeholders of Scenario 1. The most prominent stakeholders
involved in this scenario are:

o Cloud providers, who manage their hardware and software
resources, and make them available to customers in form of
services;

o Customers and Consumers, who make use of cloud services,
and migrate to various extents their hardware and software
capabilities to the cloud; they may include cloud-based appli-
cations accessed by both office-workers and home-workers;

e Hardware Producers, who supply hardware components to
cloud providers, or support them in implementing their own
hardware solutions (e.g., via integrated infrastructures);

o Telecommunication providers, who provide communications
services to connect the different entities of the scenario;

o Governments, who supervise the energy taxation and regula-
tion of customers and cloud providers.

7.2 Scenario 2: Flexible Geolocation

The scenario is characterized by a hybrid nature, in which remote
clouds and micro-clouds coexist. An overview of this scenario is
depicted in Figure 6.
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Figure 6: Flexible Geolocation (Scenario 2)
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The “flexible geolocation” scenario is supported by the para-
digm shift occurring in H2 flexible distributed and disaggregated
data management (see Section 3.2). Specifically, as edge computing,
distributed energy landscapes, and dynamic software services and
resource allocation gain traction, it is possible to exploit for the sake
of sustainability the energy- and computational resources avail-
able at the edge of ICT networks. This allows to distribute both
the computational and energy consumption load between differ-
ent geographical areas, hence mitigating the energy consumption
centralized in specific geographical areas characteristic of Scenario
1. In addition, this scenario enables the appearance of hardware,
software, and energy prosumers, i.e., consumers of hardware or soft-
ware resources that can not only make use of their local or personal
hardware capabilities when possible, but can also make use of
local energy smart grids in order to consume energy in more self-
sustainable fashion. Flexible geolocation brings a systemic vision
of the energy sector and the ICT sector working together, hence
enabling both novel economies of scale and stability in terms of
energy needs and quality of service, for both sectors. For example,
the geolocation of heat production from e.g., data centers and heat
consumption from e.g., greenhouses creates mutually-beneficial
ecosystems (see also Section 8).

7.2.1  Stakeholders of Scenario 2. The most prominent stakeholders
involved in this scenario are:

Cloud providers, see Section 7.1.1;

Customers, see Section 7.1.1;

Hardware Producers, see Section 7.1.1;

Prosumers, who make use of their hardware, software, and

energy resources;

e Smart Energy Grid Providers, who supervise and manage
access to smart grid services;

o Telecommunication providers: see Section 7.1.1;

e Governments, see Section 7.1.1;

o Municipalities, who make urban decisions about e.g., spatial

planning for data centers, and the support of urban solutions

influencing the production and consumption of energy.

This scenario also uncovers the need for centralized government
(e.g., ministries) and decentralized government (e.g., municipalities)
to synchronize their decisions, and strategies.

7.3 Scenario 3: Seamless Continuum

This scenario is supported, among others, by advancements in hard-
ware virtualization, workload optimization and dynamic software
services and resource allocation that take place in H2 (see Section 3.2).
This scenario is characterized by a pool of shared hardware and
software resources, constituted by the resources made available by
both micro-clouds and remote clouds. An overview of this scenario
is depicted in Figure 7.

The shared pool of resources constitutes in this scenario a “seam-
less continuum”, i.e., hardware and software resources are allocated
at runtime, in order to select from the resource available from the
pool the ones which are best fitted to provide a certain service.
This scenario is supported by advancements in communication
technologies, both from a software and hardware perspective, al-
lowing higher transmission speeds, and automatically avoiding
congestions by profiling and rerouting data traffic as needed. For
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Figure 7: Seamless Continuum (Scenario 3)

example, by considering the Al domain, the computational inten-
sive training of an Al model can be delegated to Al accelerators
available on the remote cloud, while the subsequent classification
based on the trained model can be executed by a device as close as
possible to the end-user. This scenario allows to progress towards
the sustainability of digital infrastructures by seamlessly selecting
the hardware and software resources most fitted to the task at hand,
while leveraging the hybrid nature presented in Scenario 2.

7.3.1 Stakeholders of Scenario 3. The most prominent stakeholders
involved in this scenario are:

Cloud providers, see Section 7.1.1;

Customers, see Section 7.1.1;

Hardware Producers, see Section 7.1.1;

Prosumers, see Section 7.2.1;

Smart Energy Grid Providers, see Section 7.2.1;
Telecommunication providers: see Section 7.1.1;
Governments, see Section 7.1.1;

Municipalities, see Section 7.2.1;

“Seamless Continuum” supervisors, who supervise the distri-
bution of resources available in the pool. This could be a new
type of aggregator.

7.4 Scenario 4: Follow Time, Space, and Energy

This scenario builds upon the previous ones, with specific empha-
sis on the dynamic allocation of resources characteristic of the
seamless continuum (Scenario 3). More specifically, differently from
Scenario 3, in this scenario resources are allocated based on both
their software and hardware capabilities, and on the availability
of the energy the resources need, the proximity of resources, and
the timeliness of the task at hand. An overview of this scenario
is depicted in Figure 8, where any digital infrastructure resource
can be used seamlessly, hence conceptually linking anything and
everything (illustrated by the grey circle in the figure).

As an example for Scenario 4, we can consider a computational
intensive task, requiring eventual consistency, that has to be carried
out daily. As the execution of such task can be postponed during
the day, it is possible to allocate the task to the high computational
power available in the remote cloud, and executing it when the
energy demand of the remote cloud is low (e.g., at nighttime). If
instead the load of the remote cloud never presents a decrease, it is
possible to allocate the task to a network of edge computing nodes
available in the proximity of the end-user, in order to carry out the
task throughout the day by making use of locally available energy.



e

)
e [ B
MICRO-CLOUD R P -
ORI .
______ 5% / Eﬁ%
. 1

REMOTE !
cLouD K

o0

L MICRO-CLOUD

)

IREMOTE
CLOUD

REMOTE
CLOUD

MICRO-CLOUD
@ _|e

|:| o

elle |

Figure 8: Follow Time, Space, and Energy (Scenario 4)

In this last scenario, the sustainability of digital infrastructures
is achieved by making use of information regarding the task at
hand, the energy availability, and proximity of resources, in order
to achieve a sustainable service provisioning without any apparent
degradation of its quality aspects. In addition, this scenario enables
the dynamic prioritization of energy resources used based on energy
re-use, prosumption, and overall sustainability of the resources.

7.4.1  Stakeholders of Scenario 4. The most prominent stakeholders
involved in this scenario are:

o Cloud providers, see Section 7.1.1;

o Customers, see Section 7.1.1;

o Hardware Producers, see Section 7.1.1;

e Prosumers, see Section 7.2.1;

o Smart Energy Grid Providers, see Section 7.2.1;

o Telecommunication providers: see Section 7.1.1;

e Governments, see Section 7.1.1;

o Municipalities, see Section 7.2.1;

e “Seamless Continuum” supervisors, see Section 7.3.1;

As the scenarios are incremental, they can be ordered temporally
throughout the three horizons of the landscape. An overview of
such ordering is provided in Figure 9.

Interestingly, in line with our study, the Gartner report on the
data centers of the future foresees that “by 2025, 85% of infrastruc-
ture strategies will integrate on-premises, colocation, cloud and edge
delivery options, compared with 20% in 2020 [2].

8 NEXT STEPS

Due to the continuous increase of data and digital services, the
energy required to operate digital infrastructures is steadily in-
creasing, so much so that it is rapidly reaching its feasibility limits
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Figure 9: Scenarios across Horizons

unless new technologies are applied. Open problems, impediments,
adoption factors, and solutions create a network of dependencies
(see Figure 4.(b)7) framing the concerns relevant for deciding on
the future sustainability of digital infrastructures. To mitigate en-
vironmental repercussions, the current adoption of green energy
resources, and hardware/software optimizations for hyperscale in-
frastructures has to be intended exclusively as part of the solution,
as it will not be able to scale with the ever growing data consump-
tion demands. In the near future, this can be mitigated by shifting
towards a more distributed architectural paradigm, bringing data
and its processing closer to the consumer premises, with a mix of
strategic data center geolocation and edge computing. Distribution
and disaggregation will dynamically promote energy consumption
patterns based on renewable energy supply, flexibility of services,
and smart transfer and use of information, hence mitigating the
environmental impact characteristic to modern hyperscale data
centers. This will allow to progress in a sustainable fashion, till
novel hardware breakthroughs will occur, setting new standards of
low energy data storage, communication, and processing. Rather
than seeing digital infrastructures completely replaced due to the
introduction of new technology, the most likely progress will entail
building heterogeneous digital infrastructures, where old and new
technologies co-exist to provide a seamless service provision, but
with a sustainable mindset.

To progress towards a energy-aware future of digital infrastruc-
tures, it is paramount that people gain awareness of the sustain-
ability of the digital services they develop and use. This allows to
hold every party present throughout value chains accountable for
the sustainability of their actions, potentially transitioning towards
designing for less, i.e., ensuring that only what is really needed is
produced and consumed.

In addition, the urgency to tackle the sustainability of digital
infrastructures requires to promptly activate all stakeholders in-
volved. This is reflected in the current need to revise and innovate
the modus operandi of funding agencies, as only timely interven-
tions can resolve the current (un-)sustainability trends of digital
infrastructures. The adaptation of funding schemes requires also the

"The diagrams use the notation defined in [10]
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strategic focus on significant national-wide sectors in the Nether-
lands, such as the flower industry, and the digital infrastructure
industry itself.

To build the sustainable future of digital infrastructures that
might be, however, all stakeholders must act together: cloud provi-
ders, cloud customers, technology providers, consumers, govern-
ment, and researchers - we are all decision makers. Further, we must
take into account, both qualitatively and quantitatively, possible
rebound effects [7, 15] of optimized features of current and future in-
frastructures, e.g., the more data/processing speed is made available,
the more data is being consumed, which in turn causes a further
need for speed.
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